






















Half a decade ago, most of us would 
associate the word algorithm with nothing 
more than mathematics, as they have gone 
largely unnoticed within our daily lives. 
Today, from our social media interactions, 
online shopping, or voting behaviour – it is 
almost guaranteed that an opaque algorithm 
isis grading and influencing many aspects of 
our lives. From Cambridge Analytica’s data 
operations influencing the outcome of 
Trump’s election in 2016, to the Ofqual 
A-Level Fiasco; algorithms, no matter their 
form, can be nefarious and damaging.

 
AlgorithmsAlgorithms can be used varyingly by 
diŔerent bodies, such as brands using 
“personal recommendation” algorithms for 
marketing on Facebook or Instagram; banks 
using them for financial risk models; 
governments using them to determine the 
‘fate’ of a students’ results in a time of a 
pandemipandemic. These programmed sets of 
computal steps are slowly dissipating into 
many aspects of our lives, determining a lot 
about the functioning of society, much of 
which seems out of our control.

Despite the diŔerences between the 
plethora of algorithms which exist, the most 
common way they impact us as citizens is the 
way our personal data and information is 
collected and reflected back at us, usually in 
a distorted and questionable way. The 
underlying functionality is the same; the 
collectioncollection of historical data about people, 
profiling their behaviour online, collecting 
their location, or even their answers to 
questionnaires, then using that expansive 
dataset to predict their future purchases, 
voting behaviour, or university prospects.

But what are the human costs of algorithms 
going wrong? When we are rushing out 
extremely complicated technology to 
generate profits or to make faster decisions 
- we can only look towards the damage 
already caused by algorithms to possibly 
foresee how they will impact us in the future.






































